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The word2vec method based on skip-gram with negative sampling (Mikolov et al., 2013) [] was published in 2013 and had a large impact on the field, mainly through its accompanying software package, which enabled efficient training of dense word representations and a straightforward integration into downstream models. In some respects, we have come far since then: Word embeddings have established themselves as an integral part of Natural Language Processing (NLP) models. In other aspects, we might as well be in 2013 as we have not found ways to pre-train word embeddings that have managed to supersede the original word2vec.  
基于带负采样的跳过图的word2vec方法（Mikolov等人，2013年）[]于2013年发布，主要通过其附带的软件包对该领域产生了巨大影响，该软件包能够有效地训练密集的词表示，并直接集成到下游模型中。在某些方面，我们已经取得了很大进展：单词嵌入已经成为自然语言处理（NLP）模型的一个组成部分。在其他方面，我们可能会在2013年，因为我们还没有找到方法来预先训练单词嵌入，这些嵌入已经成功地取代了原来的word2vec。

This post will focus on the deficiencies of word embeddings and how recent approaches have tried to resolve them. If not otherwise stated, this post discusses pre-trained word embeddings, i.e. word representations that have been learned on a large corpus using word2vec and its variants. Pre-trained word embeddings are most effective if not millions of training examples are available (and thus transferring knowledge from a large unlabelled corpus is useful), which is true for most tasks in NLP. For an introduction to word embeddings, refer to .  
这篇文章将集中讨论单词嵌入的缺陷以及最近的方法是如何解决它们的。如果没有另外说明，这篇文章讨论了预先训练的单词嵌入，即在使用word2vec及其变体的大型语料库中学习到的单词表示。如果没有数以百万计的训练实例可用（因此从一个大的未标记语料库中转移知识是有用的），那么预训练的单词嵌入是最有效的，这对于NLP中的大多数任务都是如此。有关单词嵌入的介绍，请参阅。

## Subword-level embeddings 子字级嵌入

Word embeddings have been augmented with subword-level information for many applications such as named entity recognition (Lample et al., 2016) [], part-of-speech tagging (Plank et al., 2016) [], dependency parsing (Ballesteros et al., 2015; Yu & Vu, 2017) [, ], and language modelling (Kim et al., 2016) []. Most of these models employ a CNN or a BiLSTM that takes as input the characters of a word and outputs a character-based word representation.  
单词嵌入已经增加了许多应用程序的子单词级信息，例如命名实体识别（Lample等人，2016年）[]、词性标记（Plank等人，2016年）[]、依赖性分析（Ballesteros等人，2015年；Yu&Vu，2017年）[，]和语言建模（Kim等人，2016年）[]。这些模型大多采用CNN或BiLSTM，后者将单词的字符作为输入，并输出基于字符的单词表示。

For incorporating character information into pre-trained embeddings, however, character n-grams features have been shown to be more powerful than composition functions over individual characters (Wieting et al., 2016; Bojanowski et al., 2017) [, ]. Character n-grams – by far not a novel feature for text categorization (Cavnar et al., 1994) [] – are particularly efficient and also form the basis of Facebook’s fastText classifier (Joulin et al., 2016) []. Embeddings learned using fastText are .  
然而，为了将字符信息合并到预先训练的嵌入中，字符n-grams特征被证明比单个字符的合成函数更强大（Wieting等人，2016；Bojanowski等人，2017）[，]。字符n-grams——到目前为止还不是一个用于文本分类的新颖功能（Cavnar等人，1994年）[]——特别有效，而且也是Facebook fastText分类器的基础（Joulin等人，2016年）[]。使用fastText学习的嵌入是。

Subword units based on byte-pair encoding have been found to be particularly useful for machine translation (Sennrich et al., 2016) [] where they have replaced words as the standard input units. They are also useful for tasks with many unknown words such as entity typing (Heinzerling & Strube, 2017) [], but have not been shown to be helpful yet for standard NLP tasks, where this is not a major concern. While they can be learned easily, it is difficult to see their advantage over character-based representations for most tasks (Vania & Lopez, 2017) [].  
基于字节对编码的子字单元被发现对机器翻译特别有用（Sennrich等人，2016年）[]，在机器翻译中，它们已将单词替换为标准输入单元。它们也适用于包含许多未知单词的任务，例如实体类型（Heinzerling&Strube，2017）[]，但还没有显示出对标准NLP任务有帮助，因为这不是一个主要问题。虽然它们很容易学习，但在大多数任务中，很难看到它们相对于基于角色的表示的优势（Vania&Lopez，2017年）[]。

Another choice for using pre-trained embeddings that integrate character information is to leverage a state-of-the-art language model (Jozefowicz et al., 2016) [] trained on a large in-domain corpus, e.g. the 1 Billion Word Benchmark (a pre-trained Tensorflow model can be found ). While language modelling has been found to be useful for different tasks as auxiliary objective (Rei, 2017) [], pre-trained language model embeddings have also been used to augment word embeddings (Peters et al., 2017) []. As we start to better understand how to pre-train and initialize our models, pre-trained language model embeddings are poised to become more effective. They might even supersede word2vec as the go-to choice for initializing word embeddings by virtue of having become more expressive and easier to train due to better frameworks and more computational resources over the last years.  
使用集成字符信息的预训练嵌入的另一种选择是利用最先进的语言模型（Jozefowicz等人，2016年）[]在大型领域内语料库上训练，例如10亿字基准（可以找到预训练的Tensorflow模型）。虽然语言建模已经被认为是有用的不同任务作为辅助目标（RII，2017）[]，预训练语言模型嵌入也被用来增加Word嵌入（彼得斯等人，2017）[]。随着我们开始更好地理解如何预先训练和初始化模型，预先训练的语言模型嵌入将变得更加有效。它们甚至可能取代word2vec，成为初始化word嵌入的首选，因为在过去几年中，由于更好的框架和更多的计算资源，它们变得更具表现力和更易于训练。

## OOV handling OOV处理

One of the main problems of using pre-trained word embeddings is that they are unable to deal with out-of-vocabulary (OOV) words, i.e. words that have not been seen during training. Typically, such words are set to the UNK token and are assigned the same vector, which is an ineffective choice if the number of OOV words is large. Subword-level embeddings as discussed in the last section are one way to mitigate this issue. Another way, which is effective for reading comprehension (Dhingra et al., 2017) [] is to assign OOV words their pre-trained word embedding, if one is available.  
使用预先训练的单词嵌入的一个主要问题是，它们无法处理词汇表外（OOV）单词，即在训练过程中没有看到的单词。通常，这些单词被设置为UNK标记，并被分配相同的向量，如果OOV单词的数量很大，这是一个无效的选择。上一节讨论的子字级嵌入是缓解此问题的一种方法。另一种对阅读理解有效的方法（Dhingra等人，2017）[]是将OOV单词分配给他们预先训练好的单词嵌入（如果有的话）。

Recently, different approaches have been proposed for generating embeddings for OOV words on-the-fly. Herbelot and Baroni (2017) [] initialize the embedding of OOV words as the sum of their context words and then rapidly refine only the OOV embedding with a high learning rate. Their approach is successful for a dataset that explicitly requires to model nonce words, but it is unclear if it can be scaled up to work reliably for more typical NLP tasks. Another interesting approach for generating OOV word embeddings is to train a character-based model to explicitly re-create pre-trained embeddings (Pinter et al., 2017) []. This is particularly useful in low-resource scenarios, where a large corpus is inaccessible and only pre-trained embeddings are available.  
最近，人们提出了不同的方法来动态生成OOV单词的嵌入。Herbelot和Baroni（2017）[]将OOV词的嵌入初始化为上下文词的和，然后快速地只对OOV嵌入进行优化，具有较高的学习率。他们的方法对于一个明确要求对nonce单词建模的数据集来说是成功的，但是还不清楚它是否能够被扩展以可靠地用于更典型的NLP任务。生成OOV单词嵌入的另一个有趣方法是训练基于字符的模型，以显式地重新创建预先训练的嵌入（Pinter等人，2017年）[]。这在低资源的场景中尤其有用，在这种场景中，大型语料库是不可访问的，并且只有经过预训练的嵌入是可用的。

## Evaluation 评价

Evaluation of pre-trained embeddings has been a contentious issue since their inception as the commonly used evaluation via word similarity or analogy datasets has been shown to only correlate weakly with downstream performance (Tsvetkov et al., 2015) []. The exclusively focused on better ways to evaluate pre-trained embeddings. As it stands, the consensus seems to be that – while pre-trained embeddings can be evaluated on intrinsic tasks such as word similarity for comparison against previous approaches – the best way to evaluate them is extrinsic evaluation on downstream tasks.  
预训练嵌入的评估自其诞生以来一直是一个有争议的问题，因为通过词相似度或类比数据集的常用评估已被证明仅与下游性能弱相关（Tsvetkov等人，2015年）[]。他们专注于更好的方法来评估预先训练的嵌入。从目前的情况来看，人们的共识似乎是，尽管可以对经过预训练的嵌入进行评估，例如对单词相似度进行评估，以便与以前的方法进行比较，但评估它们的最佳方法是对下游任务进行外部评估。

## Multi-sense embeddings 多意义嵌入

A commonly cited criticism of word embeddings is that they are unable to capture polysemy. outlined the work in recent years that focused on learning separate embeddings for multiple senses of a word (Neelakantan et al., 2014; Iacobacci et al., 2015; Pilehvar & Collier, 2016) [, , ]. However, most existing approaches for learning multi-sense embeddings solely evaluate on word similarity. Pilehvar et al. (2017) [] are one of the first to show results on topic categorization as a downstream task; while multi-sense embeddings outperform randomly initialized word embeddings in their experiments, they are outperformed by pre-trained word embeddings.  
对单词嵌入的一个常见批评是它们不能捕捉多义词。概述了近年来的工作，重点是学习单词多个感官的独立嵌入（Neelakantan等人，2014；Iacobcci等人，2015；Pilehvar&Collier，2016）[，]。然而，大多数现有的学习多感兴趣嵌入的方法只对单词相似度进行评估。Pilehvar等人。（2017）[]是最早将主题分类作为下游任务显示结果的人之一；虽然多意义嵌入在实验中优于随机初始化的词嵌入，但它们优于预先训练的词嵌入。

Given the stellar results Neural Machine Translation systems using word embeddings have achieved in recent years (Johnson et al., 2016) [], it seems that the current generation of models is expressive enough to contextualize and disambiguate words in context without having to rely on a dedicated disambiguation pipeline or multi-sense embeddings. However, we still need better ways to understand whether our models are actually able to sufficiently disambiguate words and how to improve this disambiguation behaviour if necessary.  
考虑到恒星结果，近年来已经实现了使用词嵌入的神经机器翻译系统（约翰逊等人，2016）[]，看来当前的模型是足够表达的，而不必依赖于专用的消歧流水线或多感嵌入，从而在上下文中语境化和消除歧义。然而，我们仍然需要更好的方法来理解我们的模型是否能够足够地消除单词的歧义，以及在必要时如何改进这种消除歧义的行为。

## Beyond words as points 言外之意

While we might not need separate embeddings for every sense of each word for good downstream performance, reducing each word to a point in a vector space is unarguably overly simplistic and causes us to miss out on nuances that might be useful for downstream tasks. An interesting direction is thus to employ other representations that are better able to capture these facets. Vilnis & McCallum (2015) [] propose to model each word as a probability distribution rather than a point vector, which allows us to represent probability mass and uncertainty across certain dimensions. Athiwaratkun & Wilson (2017) [] extend this approach to a multimodal distribution that allows to deal with polysemy, entailment, uncertainty, and enhances interpretability.  
虽然我们可能不需要为每个单词的每个意义单独嵌入以获得良好的下游性能，但将每个单词减少到向量空间中的某个点无疑过于简单，并导致我们忽略可能对下游任务有用的细微差别。因此，一个有趣的方向是采用能够更好地捕获这些方面的其他表示。Vilnis&McCallum（2015）[]建议将每个单词建模为概率分布，而不是点向量，这允许我们表示特定维度的概率质量和不确定性。Athiwaratkun&Wilson（2017）[]将此方法扩展到允许处理多义词、蕴涵、不确定性和增强可解释性的多模态分布。

Rather than altering the representation, the embedding space can also be changed to better represent certain features. Nickel and Kiela (2017) [], for instance, embed words in a hyperbolic space, to learn hierarchical representations. Finding other ways to represent words that incorporate linguistic assumptions or better deal with the characteristics of downstream tasks is a compelling research direction.  
嵌入空间也可以改变，以更好地表示某些特征，而不是改变表示。例如，Nickel和Kiela（2017）[]将单词嵌入双曲空间，以学习层次表示法。寻找其他方法来表达包含语言假设或更好地处理下游任务特征的单词是一个引人注目的研究方向。

## Phrases and multi-word expressions 短语和多词表达式

In addition to not being able to capture multiple senses of words, word embeddings also fail to capture the meanings of phrases and multi-word expressions, which can be a function of the meaning of their constituent words, or have an entirely new meaning. Phrase embeddings have been proposed already in the original word2vec paper (Mikolov et al., 2013) [] and there has been consistent work on learning better compositional and non-compositional phrase embeddings (Yu & Dredze, 2015; Hashimoto & Tsuruoka, 2016) [, ]. However, similar to multi-sense embeddings, explicitly modelling phrases has so far not shown significant improvements on downstream tasks that would justify the additional complexity. Analogously, a better understanding of how phrases are modelled in neural networks would pave the way to methods that augment the capabilities of our models to capture compositionality and non-compositionality of expressions.  
词的嵌入除了不能捕捉词的多种意义外，还不能捕捉词组和多词表达式的意义，这些意义可能是词组和多词表达式意义的函数，也可能具有全新的意义。短语嵌入已经在最初的word2vec论文中提出（Mikolov等人，2013年）[]，并且在学习更好的组合和非组合短语嵌入方面已经有了一致的工作（Yu&Dredze，2015；Hashimoto&Tsuruoka，2016）[，]。然而，类似于多感嵌入，明确建模短语迄今没有显示出明显的改善下游任务，将证明额外的复杂性。类似地，更好地理解短语是如何在神经网络中建模的，将为增强我们的模型捕获表达式的组成性和非组成性的能力的方法铺平道路。

## Bias 偏倚

Bias in our models is becoming a larger issue and we are only starting to understand its implications for training and evaluating our models. Even word embeddings trained on Google News articles exhibit female/male gender stereotypes to a disturbing extent (Bolukbasi et al., 2016) []. Understanding what other biases word embeddings capture and finding better ways to remove theses biases will be key to developing fair algorithms for natural language processing.  
我们的模型中的偏见正在成为一个更大的问题，我们只是开始了解它对培训和评估我们的模型的影响。即使是在谷歌新闻文章上训练的单词嵌入，也会在令人不安的程度上展示女性/男性的性别刻板印象（Bolukbasi等人，2016年）[]。理解单词嵌入捕获的其他偏见，并找到更好的方法来消除这些偏见，将是开发自然语言处理公平算法的关键。

## Temporal dimension 时间维度

Words are a mirror of the zeitgeist and their meanings are subject to continuous change; current representations of words might differ substantially from the way these words where used in the past and will be used in the future. An interesting direction is thus to take into account the temporal dimension and the diachronic nature of words. This can allows us to reveal laws of semantic change (Hamilton et al., 2016; Bamler & Mandt, 2017; Dubossarsky et al., 2017) [, , ], to model temporal word analogy or relatedness (Szymanski, 2017; Rosin et al., 2017) [, ], or to capture the dynamics of semantic relations (Kutuzov et al., 2017) [].  
词汇是时代精神的一面镜子，其含义会不断变化；当前词汇的表示方式可能与过去和将来使用这些词汇的方式大不相同。因此，一个有趣的方向是考虑到词的时间维度和历时性。这可以让我们揭示语义变化的规律（Hamilton等人，2016；Bamler&Mandt，2017；Dubossarsky等人，2017）[，]，建立时间词类比或关联性模型（Szymanski，2017；Rosin等人，2017）[，]，或捕捉语义关系的动态（Kutuzov等人，2017）[]。

## Lack of theoretical understanding 缺乏理论理解

Besides the insight that word2vec with skip-gram negative sampling implicitly factorizes a PMI matrix (Levy & Goldberg, 2014) [], there has been comparatively little work on gaining a better theoretical understanding of the word embedding space and its properties, e.g. that summation captures analogy relations. Arora et al. (2016) [] propose a new generative model for word embeddings, which treats corpus generation as a random walk of a discourse vector and establishes some theoretical motivations regarding the analogy behaviour. Gittens et al. (2017) [] provide a more thorough theoretical justification of additive compositionality and show that skip-gram word vectors are optimal in an information-theoretic sense. Mimno & Thompson (2017) [] furthermore reveal an interesting relation between word embeddings and the embeddings of context words, i.e. that they are not evenly dispersed across the vector space, but occupy a narrow cone that is diametrically opposite to the context word embeddings. Despite these additional insights, our understanding regarding the location and properties of word embeddings is still lacking and more theoretical work is necessary.  
除了具有跳过gram负抽样的word2vec隐式分解PMI矩阵（Levy&Goldberg，2014）[]的见解外，对于更好地理解单词嵌入空间及其属性（例如，该求和捕获类比关系）的理论研究相对较少。Arora等人。（2016）[]提出了一种新的词汇嵌入生成模型，将语料库生成视为话语向量的随机游走，并建立了一些关于类比行为的理论动机。Gittens等人。（2017）[]提供了关于加法成分性的更彻底的理论证明，并表明从信息论意义上讲，跳过gram词向量是最优的。Mimno&Thompson（2017）[]进一步揭示了单词嵌入和上下文单词嵌入之间的有趣关系，即它们不是均匀地分布在向量空间中，而是占据一个与上下文单词嵌入截然相反的窄圆锥体。尽管有这些额外的见解，我们对单词嵌入的位置和属性的理解仍然缺乏，需要更多的理论工作。

## Task and domain-specific embeddings 任务和领域特定的嵌入

One of the major downsides of using pre-trained embeddings is that the news data used for training them is often very different from the data on which we would like to use them. In most cases, however, we do not have access to millions of unlabelled documents in our target domain that would allow for pre-training good embeddings from scratch. We would thus like to be able to adapt embeddings pre-trained on large news corpora, so that they capture the characteristics of our target domain, but still retain all relevant existing knowledge. Lu & Zheng (2017) [] proposed a regularized skip-gram model for learning such cross-domain embeddings. In the future, we will need even better ways to adapt pre-trained embeddings to new domains or to incorporate the knowledge from multiple relevant domains.  
使用预先训练的嵌入的一个主要缺点是，用于训练它们的新闻数据通常与我们希望使用它们的数据非常不同。然而，在大多数情况下，我们无法访问目标域中数百万个未标记的文档，这些文档允许从头开始对良好的嵌入进行预培训。因此，我们希望能够适应预先训练的大型新闻语料库的嵌入，以便他们捕获我们的目标域的特征，但仍然保留所有相关的现有知识。Lu&Zheng（2017）[]提出了一个用于学习此类跨域嵌入的正则化跳过图模型。在未来，我们将需要更好的方法来适应预先训练的嵌入到新的领域或合并来自多个相关领域的知识。

Rather than adapting to a new domain, we can also use existing knowledge encoded in semantic lexicons to augment pre-trained embeddings with information that is relevant for our task. An effective way to inject such relations into the embedding space is retro-fitting (Faruqui et al., 2015) [], which has been expanded to other resources such as ConceptNet (Speer et al., 2017) [] and extended with an intelligent selection of positive and negative examples (Mrkšić et al., 2017) []. Injecting additional prior knowledge into word embeddings such as monotonicity (You et al., 2017) [], word similarity (Niebler et al., 2017) [], task-related grading or intensity, or logical relations is an important research direction that will allow to make our models more robust.  
而不是适应一个新的领域，我们也可以使用现有的知识编码的语义词典，以增加与我们的任务相关的信息预先训练的嵌入。将这种关系注入嵌入空间的一种有效方法是回溯拟合（Faruqui等人，2015年）[]，该方法已扩展到其他资源，如ConceptNet（Speer等人，2017年）[]，并扩展为智能选择积极和消极的例子（Mrkšić等人，2017年）[]。将额外的先验知识注入到单词嵌入中，例如单调性（You et al.，2017）[]、单词相似性（Niebler et al.，2017）[]、任务相关的分级或强度或逻辑关系，是一个重要的研究方向，这将使我们的模型更加健壮。

Word embeddings are useful for a wide variety of applications beyond NLP such as information retrieval, recommendation, and link prediction in knowledge bases, which all have their own task-specific approaches. Wu et al. (2017) [] propose a general-purpose model that is compatible with many of these applications and can serve as a strong baseline.  
Word嵌入在NLP之外的许多应用中都很有用，例如信息检索、推荐和知识库中的链接预测，这些都有自己的特定于任务的方法。吴等人。（2017）[]提出一个通用模型，该模型与许多此类应用程序兼容，并可作为一个强大的基准。

## Transfer learning 迁移学习

Rather than adapting word embeddings to any particular task, recent work has sought to create contextualized word vectors by augmenting word embeddings with embeddings based on the hidden states of models pre-trained for certain tasks, such as machine translation (McCann et al., 2017) [] or language modelling (Peters et al., 2018) []. Together with fine-tuning pre-trained models (Howard and Ruder, 2018) [], this is one of the most promising research directions.  
最近的工作并没有使单词嵌入适应任何特定的任务，而是试图通过基于为特定任务预先训练的模型的隐藏状态（如机器翻译（McCann et al.，2017）[]或语言建模（Peters et al.，2018）[]）的嵌入来增加单词嵌入，从而创建上下文化的单词向量。与微调预训练模型（Howard and Ruder，2018）[]一起，这是最有希望的研究方向之一。

## Embeddings for multiple languages 多种语言的嵌入

As NLP models are being increasingly employed and evaluated on multiple languages, creating multilingual word embeddings is becoming a more important issue and has received increased interest over recent years. A promising direction is to develop methods that learn cross-lingual representations with as few parallel data as possible, so that they can be easily applied to learn representations even for low-resource languages. For a recent survey in this area, refer to Ruder et al. (2017) [].  
随着NLP模型在多种语言上的应用和评估越来越多，创建多语言单词嵌入成为一个更重要的问题，近年来受到越来越多的关注。一个有希望的方向是开发尽可能少的并行数据来学习跨语言表示的方法，这样即使对于低资源语言，它们也可以很容易地应用于学习表示。有关此区域的最新调查，请参阅Ruder等人。（2017年）[]。

## Embeddings based on other contexts 基于其他上下文的嵌入

Word embeddings are typically learned only based on the window of surrounding context words. Levy & Goldberg (2014) [] have shown that dependency structures can be used as context to capture more syntactic word relations; Köhn (2015) [] finds that such dependency-based embeddings perform best for a particular multilingual evaluation method that clusters embeddings along different syntactic features.  
单词嵌入通常只基于周围上下文单词的窗口来学习。Levy&Goldberg（2014）[]已经表明依赖结构可以用作上下文来捕获更多的句法词关系；Kóhn（2015）[]发现这种基于依赖的嵌入对于沿着不同句法特征对嵌入进行聚类的特定多语言评估方法最有效。

Melamud et al. (2016) [] observe that different context types work well for different downstream tasks and that simple concatenation of word embeddings learned with different context types can yield further performance gains. Given the recent success of incorporating graph structures into neural models for different tasks as – for instance – exhibited by graph-convolutional neural networks (Bastings et al., 2017; Marcheggiani & Titov, 2017) [, ], we can conjecture that incorporating such structures for learning embeddings for downstream tasks may also be beneficial.  
Melamud等人。（2016）[]观察到不同的上下文类型对于不同的下游任务很好地工作，并且使用不同上下文类型学习的单词嵌入的简单连接可以产生进一步的性能提升。鉴于最近成功地将图形结构融入不同任务的神经模型中，例如图卷积神经网络（Bastings et al.，2017；Marcheggiani&Titov，2017）[，]），我们可以推测，将这些结构融入到下游任务的学习嵌入中也可能是有益的。

Besides selecting context words differently, additional context may also be used in other ways: Tissier et al. (2017) [] incorporate co-occurrence information from dictionary definitions into the negative sampling process to move related works closer together and prevent them from being used as negative samples. We can think of topical or relatedness information derived from other contexts such as article headlines or Wikipedia intro paragraphs that could similarly be used to make the representations more applicable to a particular downstream task.  
除了选择不同的语境词外，附加语境也可以以其他方式使用：Tissier等人。（2017）[]将字典定义中的共现信息纳入负采样过程，以使相关工作更紧密地结合在一起，并防止它们被用作负采样。我们可以考虑从其他上下文（如文章标题或维基百科简介段落）获得的主题或相关信息，这些信息同样可以用于使表示更适用于特定的下游任务。

## Conclusion 结论

It is nice to see that as a community we are progressing from applying word embeddings to every possible problem to gaining a more principled, nuanced, and practical understanding of them. This post was meant to highlight some of the current trends and future directions for learning word embeddings that I found most compelling. I’ve undoubtedly failed to mention many other areas that are equally important and noteworthy. Please let me know in the comments below what I missed, where I made a mistake or misrepresented a method, or just which aspect of word embeddings you find particularly exciting or unexplored.  
很高兴地看到，作为一个社区，我们正在从应用单词嵌入到每一个可能的问题，以获得一个更原则，更微妙，更实际的理解。这篇文章的目的是强调一些当前的趋势和未来的方向，学习单词嵌入，我发现最引人注目。毫无疑问，我没有提到其他许多同样重要和值得注意的领域。请在下面的评论中让我知道我遗漏了什么，我在哪里犯了错误或歪曲了一个方法，或者你觉得单词嵌入的哪个方面特别令人兴奋或未经探索。

# Hacker News 黑客新闻

Refer to the for some more insights on word embeddings.  
有关单词嵌入的更多信息，请参阅。

## Other blog posts on word embeddings 其他关于word嵌入的博客文章

If you want to learn more about word embeddings, these other blog posts on word embeddings are also available:  
如果您想了解更多关于word嵌入的信息，还可以在以下博客中找到其他关于word嵌入的文章：

* [On word embeddings - Part 1](http://sebastianruder.com/word-embeddings-1/index.html)
* [On word embeddings - Part 2: Approximating the softmax](http://sebastianruder.com/word-embeddings-softmax/index.html)
* [On word embeddings - Part 3: The secret ingredients of word2vec](http://sebastianruder.com/secret-word2vec/index.html)
* [Unofficial Part 4: A survey of cross-lingual embedding models](http://sebastianruder.com/cross-lingual-embeddings/index.html)
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